Comparing estimates of genetic variance across different relationship models
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ABSTRACT

Use of relationships between individuals to estimate genetic variances and heritabilities via mixed models is standard practice in human, plant and livestock genetics. Different models or information for relationships may give different estimates of genetic variances. However, comparing these estimates across different relationship models is not straightforward as the implied base populations differ between relationship models. In this work, I present a method to compare estimates of variance components across different relationship models. I suggest referring genetic variances obtained using different relationship models to the same reference population, usually a set of individuals in the population. Expected genetic variance of this population is the estimated variance component from the mixed model times a statistic, $D_k$, which is the average self-relationship minus the average (self- and across-) relationship. For most typical models of relationships, $D_k$ is close to 1. However, this is not true for very deep pedigrees, for identity-by-state relationships, or for non-parametric kernels, which tend to overestimate the genetic variance and the heritability. Using mice data, I show that heritabilities from identity-by-state and kernel-based relationships are overestimated. Weighting these estimates by $D_k$ scales them to a base comparable to genomic or pedigree relationships, avoiding wrong comparisons, for instance, “missing heritabilities”.
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1. Introduction

Recent years have seen an enormous increase in the use of relationship matrices (Wright, 1922) in quantitative genetics (for a general review, see Speed and Balding, 2015) due to their flexibility to accommodate several purposes and also due to the computational efficiency of setting up the associated Mixed Model and the corresponding Mixed Model Equations (e.g., Henderson, 1984). In the following, I will use the term relationship for any measure of scaled covariance between individuals regardless of whether the term has a clear identity-by-descent interpretation or not.

There are several ways of modeling relationships. The first one is the use of expected identical-by-descent (IBD) relationships based on pedigree recordings (Wright, 1922; Emik and Terrill, 1949), which are efficient, reasonably accurate and are widely used in animal genetics. Finite size of the genome (i.e., there are no infinite unlinked loci) causes that true “realized” IBD relationships deviate from expected IBD relationships (Hill and Weir, 2011). Thus, more accurate measures of relationships can be obtained using identity by descent measured with markers (Fernando and Grossman, 1989; Almasy and Blangero, 1998; Visscher et al., 2006). Other estimators of relationships based on markers that do not use pedigree are based on identity by state (IBS) at markers, sometimes corrected to be on an IBD scale (Ritland, 1996; Toro et al., 2002; VanRaden, 2008). Finally, non-parametric theory suggests the use of kernel matrices, whose measures of similarity can be interpreted as covariances (Gianola and van Kaam, 2008; de los Campos et al., 2009; Morota and Gianola, 2014). Typical kernel matrices include a smoothing parameter that can regress low relationships towards 0, resulting in more or less local regressions.

A typical reason to use relationship matrices is to estimate so-called genetic parameters, i.e., variance components and in particular genetic variances (e.g., Henderson, 1984; Graser et al., 1987; Yang et al., 2010; Forni et al., 2011 and Rodríguez-Ramilo et al., 2014). In particular, in human genetics, recent studies compare extensively heritabilities based on markers and based on family studies (i.e., on pedigrees), sometimes giving rise to the so-called missing heritability (e.g., Yang et al., 2010). However, there might be some confusion about how to compare estimates from different models of relationships. For instance, Forni et al. (2011) reported different estimates of heritability using different standardizations of marker-based relationships. Differences in estimates may exist between different relationship matrices (e.g. pedigree, molecular...
IBD, molecular (corrected) IBS). These differences may be due to several causes, like different data sets or noise due to uncertainty in the estimation. Estimated variance components may also refer to different genetic bases, for instance, genomic relationship matrices refer to the genotyped population whereas pedigree relationships refer to the founders of the pedigree (VanRaden, 2008; Hayes et al., 2009; Powell et al., 2010). In this work I will analyze the last point, i.e., if the researcher has several available methods for the same data set, can he/she meaningfully compare estimates of heritabilities? Speed and Balding (2015) explicitly say that “\( K \) [the relationship matrix should be] standardized to have a mean of zero and a mean diagonal value of one”, in order for the estimates of variance components to be meaningful. While this is straightforward to apply numerically, the reason for this recommendation may not be obvious. Further, this condition is difficult to apply for IBD, IBS or kernel matrices, because these are all positive by definition and therefore construction. Imposing this numerical condition may result in non-invertible matrices. This may be the reason for the existence of relationships across individuals, the role of \( \bar{u} \) cannot be neglected. For instance, if individuals are positively correlated in \( K \) (case of IBD relationships), the mean will shift in the same direction as the genetic values. In the most obvious case, if all individuals are identical (all elements in \( K \) are equal to 1) then there is no genetic variance in the reference population.

Because we do not know the genetic values of individuals, and these are drawn from a sampling distribution, the statistic \( S_2^u \) has a certain distribution. For a set of random variables \( x \) (not necessarily normally distributed) with covariance matrix \( V \), it is known that, on expectation, \( E(\{x\}) = \text{trace}(V) \) (Searle, 1982, p. 355). Taking expectations of \( S_2^u \) on the distribution of \( u \):

\[
E(\{S_2^u\}) = \frac{1}{n} \text{trace}(K) \sigma^2_u - \frac{1}{n^2} (1K1) \sigma^2_u
= \left( \text{diag}(K) - \bar{K} \right) \sigma^2_u = D_k \sigma^2_u \tag{1}
\]

where \( \text{diag}(K) \) is the average of the diagonal of \( K \) and \( \bar{K} \) is the average of \( K \), and \( D_k \) is the difference between the two. Thus, the genetic variance in the reference population \( (S_2^u) \) will be a function of the variance component associated with \( K \) in the mixed model, but the genetic variance also depends on the form of the relationship matrices. If \( D_k \) is equal to one, then the genetic variance in the reference population \( (S_2^u) \) will be equal to the variance component \( \sigma^2_u \). This conclusion clarifies the statement of Speed and Balding outlined above.

Note that Eq. (1) applies to all or part of the individuals included in the analysis, so there is a need to define the reference population in (1). This choice is often not explicit in the literature. I will show some examples and consequences of Eq. (1).

2.1. Reference populations and relationships for which the variance component equals the genetic variance

In Hardy–Weinberg equilibrium, it can be shown that the statistic \( D_k \) is equal to 1 for “genomic” relationship matrices of the forms (VanRaden, 2008; Yang et al., 2010):

\[
g_{ij} = \frac{\sum (x_{ik} - 2p) (x_{jk} - 2p)}{2 \sum p (1 - p)}
\]

\[
g_{ij} = \frac{\sum (x_{ik} - 2p) (x_{jk} - 2p)}{2p (1 - p)}
\]

where \( x \) are genotypes coded numerically across \( k \) markers for individuals \( i \) and \( j \), and \( p \) are allelic frequencies. In this case, the genetic variance of the individuals composing the population, \( S_2^u \), is on expectation equal to the variance component of the mixed model, \( \sigma^2_u \). Sometimes, Hardy–Weinberg assumptions do not hold (e.g. there is an excess of heterozygosities). One study verified empirically that dividing \( K \) by its average diagonal yielded estimates of \( \sigma^2_u \) similar to pedigree-based estimates (Forni et al., 2011). This is similar to the correction that I suggest later in this work.

Another example where variance component and expected genetic variance agree resides in pedigree relationships, because for the founders of the population it does hold that \( D_k = 1 \) if the population is large enough (i.e., founders are assumed unrelated and have a self-relationship of 1).

A counter example is a population composed of siblings. For instance, consider \( n \) full-sibs, all offspring of two unrelated parents. The pedigree-based relationship matrix \( A \) for the full sibs will have 1 in the diagonal (\( \text{diag}(A) = 1 \)) and 0.5 off the diagonal. The mixed model would be \( y = 1\mu + u + e \), with \( \text{Var}(u) = A\sigma_u^2 \). \( \text{Var}(e) = 10\sigma_e^2 \). Thus,

\[
A = \frac{1}{n^2} \left(n + n + (n - 1) 0.5 \right) = 0.5 + \frac{1}{n}
\]

and \( D_k = 0.5 \) for \( n \) large enough. Therefore, the genetic variance within the full-sibs is not \( \sigma_u^2 \) but \( \sigma_u^2 / 2 \), and in fact \( \sigma_u^2 \) corresponds
to the genetic variance, not of the full-sibs, but of the unrelated population of founders from which parents were drawn, for which it does hold that $D_k = 1$. In fact, it is well described in the animal-genetics literature that, when estimating genetic variances using a pedigree-based relationship matrix, the estimate refers to the unrelated genetic population, not to the whole of the population in the analysis.

2.1.2. Inbreeding and genetic variance

We may call $\bar{F}_k$ the average inbreeding (according to relationships $K$) by definition

$$\bar{F}_k = \text{diag}(K) - 1.$$ 

Consider IBD relationships, in a population with random matings. On average, inbreeding is equal to half of parents’ relationship, and therefore

$$\text{diag}(K) = 1 + \bar{F}_k = 1 + K/2.$$ 

Thus, $D_k = 1 - \bar{F}_k$, showing the well-known result of reduction in genetic variance within populations due to relatedness across individuals.

2.1.3. Scaling effects

Consider that instead of dealing with relationships (so that the diagonal terms are similar to 1), the $K$ matrix is constructed on coancestries (so that they are similar to 0.5), or they are simply real numbers without a clear interpretation. Eq. (1) provides scaling to individual-based genetic variance. For instance, assume that with pedigree relationships $A$, the estimate of the variance is $\hat{\sigma}^2_{\text{u}}$. An estimate using pedigree coancestries, $C = A/2$, will estimate a variance component that will be doubled ($\hat{\sigma}^2_{\text{u}C} = 2\hat{\sigma}^2_{\text{u}}$). To obtain a meaningful estimate we can use (1), which gives the expected result:

$$E(\hat{\sigma}^2_{\text{u}C}) = (\text{diag}(C) - C)\hat{\sigma}^2_{\text{u}} = 0.5 \cdot 2\hat{\sigma}^2_{\text{u}} = \hat{\sigma}^2_{\text{u}}.$$ 

2.2. How to meaningfully compare estimates of genetic variances across different models of relationships

For the reference population, the genetic variance is an unobservable quantity, but “real” in some sense. Hence, I propose to refer all estimates of the variance component of the mixed model ($\hat{\sigma}^2_{\text{u}C}$) to the reference population. Assume that we have two different relationship matrices $K_1$ and $K_2$ (say, model 1 is based on pedigree IBD and model 2 is based on genomic relationships) and associated variance component estimates $\hat{\sigma}^2_{\text{u}1}$, $\hat{\sigma}^2_{\text{u}2}$. For the reference population (not necessarily the whole population), we compute $D_{k1}$ and $D_{k2}$. The estimates of the genetic variance of the reference population ($S^2_{u,1}$ and $S^2_{u,2}$) will be, in turn:

$$S^2_{u,1} = D_{k1}\hat{\sigma}^2_{\text{u}1}, \quad S^2_{u,2} = D_{k2}\hat{\sigma}^2_{\text{u}2}.$$ 

And these estimates are comparable because they refer to strictly the same thing. The choice of the reference population is not always obvious. It is better to consider a large reference population, because the expectation holds better (technically, the sampling variance of $S^2_{u}$ is reduced). On the other hand, the expectation operation can be taken again to refer the variance in the reference population to the variance in a “base” population. See the example below for comparison of pedigree versus genomic relationships.

2.2.1. Use of identity by state relationships

Identity-by-state relationships can be defined as probabilities of likeness in state, i.e. twice the probability that two alleles, one sampled at random for each individual, are alike in state. These IBS relationships are known efficient, but biased, estimators of IBD relationships. For a single locus, (uncorrected)

$$\hat{g}_{\text{IBS}} = \hat{g}_{\text{IBD}} + (2 - \hat{g}_{\text{IBD}})(p^2 + q^2)$$

(e.g. Ritland, 1996, Eq. (1)) where $\hat{g}_{\text{IBS}}$ (or $\hat{g}_{\text{IBD}}$) is IBS (IBD) relationship and $p$ and $q$ are allelic frequencies of a biallelic marker at the base population from which IBD is defined. Consider a population of unrelated individuals in the IBD sense. In terms of IBS relationships, the diagonal terms will average to $1 + p^2 + q^2$ using the expression above, as $\hat{g}_{\text{IBD}} = 1$ (self relationships for all individuals are all identical to 1). The off-diagonal elements of the IBS relationships will average to $2 (p^2 + q^2)$, as $\hat{g}_{\text{IBD}} = 0$ for across-individual relationships. Thus, in this case, if the population is large enough, $K = 2 (p^2 + q^2)$

$$\text{diag}(K) = 1 + p^2 + q^2$$

and

$$D_{k,\text{IBS}} = 1 - p^2 - q^2$$

whereas

$$D_{k,\text{IBD}} = 1.$$ 

Now expected genetic variances in both cases can be compared. Because $E(\hat{g}^2_{\text{IBS}}) = D_{k,\text{IBS}}\hat{g}^2_{\text{u,IBS}}$ and $E(\hat{g}^2_{\text{IBD}}) = D_{k,\text{IBD}}\hat{g}^2_{\text{u,IBD}}$, we expect $E(\hat{g}^2_{\text{IBS}}) = E(\hat{g}^2_{\text{IBD}})$ and therefore, on expectation,

$$\hat{\sigma}^2_{\text{u,IBS}} = \hat{\sigma}^2_{\text{u,IBD}}/ (1 - p^2 - q^2).$$

Using the variance component $\hat{\sigma}^2_{\text{u,IBS}}$ to estimate the heritability will bias it upwards.

2.2.2. Comparing genomic and IBD estimates

When estimating genomic relationship matrix $G$ (VanRaden, 2008; Yang et al., 2010 and Speed and Balding, 2015), the reference population is most typically equal to the genotyped population. If Hardy–Weinberg holds, then $D_k = 1$, and the estimated variance component can be interpreted as the genetic variance in the population. If this population has a pedigree, a pedigree-based relationship matrix $A$ can be constructed, with $D_k = 1 - F_k$ (if the reference population is sufficiently large and matings are at random). The estimated variance component refers to the founders of the pedigree, for whom $D_k = 1$. Two estimates of variance component are obtained using $G$ or $A$, $\hat{\sigma}^2_{\text{G,C}}$ and $\hat{\sigma}^2_{\text{A,C}}$ respectively. In order to compare them, however, we need to refer them to the same reference population. This is not the case generally. There are two options to establish a common reference population.

The first is to refer to the reference population of genotyped individuals and thus $S^2_{u,G} = \hat{\sigma}^2_{\text{u,G}}$ and $S^2_{u,A} = (1 - F_k)\hat{\sigma}^2_{\text{u,A}}$, and the genetic variance of the whole genotyped population is reduced with respect to the genetic variance of the founders of the pedigree.

Another option is to refer to the reference population of founders of the pedigree, although computing $D_k$ is often not possible because biological samples for the base population are often unavailable. However, $D_k$ must behave in the same direction as $D_k$ (it reduces with generations due to inbreeding) and therefore we may correct in the opposite sense: $S^2_{u,G} = \hat{\sigma}^2_{\text{u,G}}(1 - F_k)$ which means that genetic variance should be larger in the founders of the population than in the genotyped population, because in the latter individuals are related and this reduces variance. On the other hand, for this reference population, $S^2_{u,A} = \hat{\sigma}^2_{\text{u,A}}$.

3. Real data example

3.1. Material and methods

I will illustrate the ideas above with a set of mouse data frequently used to test genomic prediction procedures (Valdar et al., 2006; Legarra et al., 2008). The data set includes 1884 animals.
Estimates of variance components ($\hat{\sigma}^2_k$), apparent heritabilities ($\hat{h}^2_{\text{apparent}}$), statistics of the relationship matrices (average of the diagonal \( \text{diag}(K) \), average relationship \( \bar{K} \), genetic variances ($\hat{S}^2_k$), corrected heritabilities ($\hat{h}^2$ (corrected)), and minus twice the log-likelihood ($-2\log L$) in a mice data set for body length, for four different modelings of the relationships (Pedigree, Genomic, Kernel and Identity by State (IBS)). The standard error of the variance component estimates is 0.008 and of the heritabilities, 0.03.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Pedigree</th>
<th>Genomic</th>
<th>Kernel</th>
<th>IBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\sigma}^2_k$</td>
<td>0.018</td>
<td>0.033</td>
<td>0.094</td>
<td>0.102</td>
</tr>
<tr>
<td>$\hat{h}^2_{\text{apparent}}$</td>
<td>0.16</td>
<td>0.14</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>$\text{diag}(K)$</td>
<td>1</td>
<td>1.031</td>
<td>1</td>
<td>1.665</td>
</tr>
<tr>
<td>$\bar{K}$</td>
<td>0.0045</td>
<td>-0.0005</td>
<td>0.4963</td>
<td>1.3090</td>
</tr>
<tr>
<td>$D_h = \text{diag}(\bar{K}) − \bar{K}$</td>
<td>0.995</td>
<td>1.0005</td>
<td>0.5037</td>
<td>0.3562</td>
</tr>
<tr>
<td>$\hat{S}^2_k$</td>
<td>0.038</td>
<td>0.033</td>
<td>0.047</td>
<td>0.036</td>
</tr>
<tr>
<td>$\hat{h}^2$ (corrected)</td>
<td>0.16</td>
<td>0.14</td>
<td>0.20</td>
<td>0.15</td>
</tr>
<tr>
<td>$-2\log L$</td>
<td>2440.67</td>
<td>2411.73</td>
<td>2410.37</td>
<td>2412.19</td>
</tr>
</tbody>
</table>

5. Conclusion

In this work I have presented a theory for a meaningful comparison of heritability and genetic variance estimates across relationship matrices, and it does not imply that they are more likely or they explain better the genetic architecture (as can be seen in the log-likelihood, where they are very similar to “genomic”). Statistics of relationships $D_h$ and “corrected” estimates in Table 1 take the 1884 animals genotyped and phenotyped as the reference. When using pedigree-based relationships (as in livestock genetics), it is customary to consider the pedigree founders as the reference population. In order to do so, estimates of the genetic variance across the pedigree founders can be obtained dividing $\hat{S}^2_{u_k}$ by the value of $D_h$ for “pedigree”.

4. Discussion

I have presented a method to obtain meaningful, and comparable, estimates of genetic variances from estimates of variance components across different structures of relationships. I stress the difference between genetic variance and variance component. The first is a biological property of the population that can, at least conceptually, be estimated with precision by an experiment. The latter is a scaling constant associated with a certain assumed structure of relationships across individuals, but, depending how these relationships are conceived, this constant may or may not be interpreted as the genetic variance of the particular population being analyzed. Here, I have presented a comprehensive theory that, firstly, defines genetic variance as associated with a set of individuals in a reference population and secondly, derives proper scaling of variance component estimates towards genetic variances. The bias that I show in this paper is of a different kind than sampling error (sampling error vanishes with large data sets), that is, even for very large data sets estimates using different relationships will differ systematically. For instance IBS relationships will estimate variance components higher than IBD relationships by a scale factor of the order $1/(1−p^2−q^2)$, no matter how large the data set.

The work that I present is closely related to previous attempts to reconcile genomic and pedigree relationships (Powell et al., 2010; Vitezica et al., 2011; Meuwissen et al., 2011; Christensen, 2012). These authors suggested making genomic relationship matrices comparable to pedigree-based relationship matrices by scaling and adding constants (roughly $\text{diag}(\bar{K})$ and $\bar{K}$) albeit they did not explicitly address the “comparability” of variance component estimates across different models of relationships. Implicitly, all these works, and also the present one, draw on the fixation index theory of Wright (e.g. Powell et al., 2010).

There are very few comparisons of heritability estimates within the same data set across different kind of relationships, and these have been undertaken (to my knowledge) mostly in animal genetics. Legarra et al. (2011), Forni et al. (2011) and Rodriguez-Ramilo et al. (2014) reported similar estimates across pedigree and genomic relationships. However, estimates of variance components with kernel matrices have rarely been compared with regular estimates, on the grounds that “the interpretation of this parameter is not obvious” (González-Reicio et al., 2008). This is unfortunate because kernel matrices are more flexible than genomic or pedigree relationships and have the potential to smooth relationships across very distant individuals (Endelman, 2011), where we know that pedigree-based estimates of relationships, which assume infinite unlinked loci, are not reliable (Hill and Weir, 2011). In this work I show that estimates are indeed comparable, and hopefully this will help practitioners to compare estimates of genetic variances across different models.

3.2. Results

Table 1 shows the different variance component estimates ($\hat{\sigma}^2_k$), the “apparent” heritability using this variance component ($\hat{h}^2_{\text{apparent}}$) and the relevant statistics of the different relationship matrices across the genotyped and phenotyped individuals, the genetic variance taking as reference the whole genotyped population, the heritability estimated using this estimate, and minus twice the log-likelihood (lower value is better). Variance component estimates for the other effects were similar across analysis, roughly 0.050 for the “cage” effect and 0.150 for the residual. Firstly, it can be observed that all models using genomic data perform better in terms of likelihood. Secondly, and more importantly, the transformation that I propose puts estimates of genetic variances and heritabilities on a similar scale across different models.

Therefore, the much higher apparent heritability of models “IBS” and “Kernel” is an artifact of the form of their respective relationship matrices, and it does not imply that they are more likely or they explain better the genetic architecture (as can be seen in the log-likelihood, where they are very similar to “genomic”).
different models for relationships between individuals. The process involves: (a) choosing a reference population common to all models for relationships; then, for each possible relationship: (b) computing statistics \( \hat{b} \) of relationships within the reference population, (c) estimating the genetic variance at the reference population as \( \hat{S}_u^2 = D_k \hat{\sigma}_e^2 \), where \( \hat{\sigma}_e^2 \) is the estimated variance component, (d) estimating heritabilities using \( \hat{S}_u^2 \).
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